Skeleton-based action recognition with extreme learning machines

Xi Chen *, Markus Koskela

Department of Information and Computer Science, Aalto University, School of Science, P.O. Box 15400, FI-00076 Aalto, Finland

A R T I C L E   I N F O

Article history:
Received 9 August 2013
Received in revised form 11 October 2013
Accepted 23 October 2013
Available online 10 September 2014

Keywords:
Action and gesture recognition
Extreme learning machine
Support vector machine
Motion capture
RGB-D
HDM05

A B S T R A C T

Action and gesture recognition from motion capture and RGB-D camera sequences has recently emerged as a renowned and challenging research topic. The current methods can usually be applied only to small datasets with a dozen or so different actions, and the systems often require large amounts of time to train the models and to classify new sequences. In this paper, we first extract simple but effective frame-level features from the skeletal data and build a recognition system based on the extreme learning machine. We then propose three modeling methods for post-processing the classification outputs to obtain the recognition results on the action sequence level. We test the proposed method on three public datasets ranging from 11 to 40 action classes. For all datasets, the method can classify the sequences with accuracies reaching 96–99% and with the average classification time for one sequence on a single computer core around 4 ms. Fast training and testing and the high accuracy make the proposed method readily applicable for online recognition applications.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

The recognition of human actions and gestures has raised considerable interest and has become a widely studied research topic during the last two decades [1–3]. The general aim in the field is to provide automated analysis of various kinds of human activities. Starting from either video, motion capture, depth data, or some combination of these modalities, many action and gesture recognition methods have been developed and applied in various applications, such as surveillance, human–computer interfaces, gaming, and analysis of sign language. Especially during the last 3 years, as the revolutionary low-cost RGB-D (RGB and depth) camera sensors such as the Microsoft Kinect have prevailed in consumer markets, a lot of attention has been drawn also towards research in this area. In this paper, we focus on action and gesture recognition of both motion capture and Kinect data using a generic approach that can be applied similarly to both data sources.

Motion capture (mocap) systems capture human motion with high frequency and accuracy by calculating the joints’ coordinates and the angular information of the human skeleton using a system setup consisting of multiple calibrated cameras in a dedicated space [4]. Mocap motion classification is directly related to the recognition of human actions and gestures, and can also assist in tasks like the retrieval of similar motions from existing collections of motion data. Motion capture is often used in fields such as filmmaking, computer animation, sports science, and game development. On the other hand, the recently introduced commodity RGB-D sensors provide depth information along with the standard RGB video and are now widely used e.g. in gaming, human–computer interfaces, and robotics due to their portability and low cost. Several algorithms have been developed to extract the human skeleton model from the depth frames in real-time [5,6]. Essentially, these algorithms classify a large 3D point cloud into about a dozen human skeleton joint coordinates. These algorithms provide analogous, albeit noisier, data to mocap, and this enables the classification methodology developed for mocap skeletons to be applied for RGB-D data as well. In this paper, we apply our proposed method for three public datasets of mocap and Kinect data to classify between 11 and 40 different actions and several hundreds of instances of action sequence data.

An action or a gesture recognition system should be independent of the identity of the actor of the actions, the speed of the performance, and the inherent variance in the realizations of the action instances. The system should be able to support a large number of actions and gestures with high recognition accuracy and, especially in the case of online recognition systems, with fast classification performance. Our approach proposed in this paper is to first extract features from the raw skeletal data of each frame, classify the actions on the frame level, and then build a model of the whole action sequence by aggregating the frame-wise results to get the final classification result for the sequence. We normalize the skeletal joints’ coordinates in orientation and scale and then calculate a temporal difference of features to form the final frame-wise features. Each frame-level feature is labeled as the same as
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the action or gesture which it belongs to and is classified with the extreme learning machine (ELM) [7]. ELM is a single-hidden layer feed-forward neural network whose input weights and first hidden layer biases do not need to be learned but are assigned randomly, which makes the learning and classification extremely fast and particularly suitable for online applications. We test the proposed method on multiple databases of Kinect, mocap and even accelerometer data, and observe even almost 100% classification accuracies with a few milliseconds required to classify a single motion sequence.

Our proposed method is different in many aspects over the previously published methods, such as [8–11]. First, we classify a motion initially on the frame level and only make the final classification decision considering the whole sequence, instead of building a feature representation on the sequence level, where one would have to deal with the different lengths of sequences or manually set up a window length and easily result in an extremely high dimensional feature. Second, the proposed method can classify motion sequences with arbitrary speed and length. We do not need to adjust the speed of the motion instances or to fit all sequences into a fixed length. Third, we use ELM for the classification, which provides a very high classification accuracy and, at the same time, the training of the model and the classification are very fast compared to many other non-linear classification methods. In particular, this makes online recognition possible with the proposed method. Moreover, our features are simple and computationally light to calculate. In many previous works, the proposed methods are applied to small datasets with a few different actions, whereas we show results with up to 40 classes while retaining high recognition accuracy. Our method can be applied to other types of data besides mocap and RGB-D skeletal data. We test our system in this paper also with accelerometer data.

This work is a continuation of our previous work in [12]. We continue to use the same dataset and present improved results due to the proposed posterior modeling of the classifier outputs on the sequence level. In this paper, we also compare the extreme learning machine with other classification algorithms, and present results with two other public datasets.

The rest of the paper is organized as follows. In Section 2, we review previous work related to action and gesture recognition from mocap and RGB-D data. We introduce our feature extraction and classification framework in Section 3, including the ELM algorithm and the three posterior modeling methods of the classifier outputs. In Section 4, we provide experiments on three public datasets. The experimental results demonstrate the effectiveness of our proposed framework with comparisons to other published results. Finally, we conclude the paper and discuss possibilities for future work in Section 5.

2. Related work

In the past decades, a lot of research has been conducted on motion classification for motion capture data. However, especially during the last few years, as RGB-D cameras such as the Microsoft Kinect have appeared and became popular, gesture recognition from RGB-D data has prevailed in the research community. Motion classification is also closely related to motion retrieval [13,14], where similar motions are retrieved from large databases in order to be able to reuse the expensive motion data. This section presents a brief review of existing approaches to motion classification and recognition based on either mocap data or skeleton models extracted from an RGB-D sensor.

In action and gesture recognition, the distinctiveness of the used features strongly influences the recognition effectiveness. There are many kinds of features that can be extracted from mocap and RGB-D skeletal data. The most often used ones can be categorized into two groups: features based on the angular information of the joints and features based on the 3D coordinates of the joints. In different recognition systems, the features are also structured in various ways to form the representation of the motion sequences.

In [15], the x-, y-, and z-axis rotations for selected bones are recorded, and all dimensions of the angular value from the whole motion sequence are used to form the feature vector. In [16], the 3D angles of 20 joints are used but all the angles from a single frame are combined as the feature vector for that frame. The whole motion sequence is represented by a matrix of all feature vectors from each frame in the sequence. In [17], the angles from the vertical axis of the hip-center to the rest of the joints are measured, resulting in three angular values for each joint. In total, all 3D angles from 19 joints are combined together as the feature vector for each frame. In [9], the joint angles from 21 joints in the skeleton for each frame are also calculated. Each sequence is partitioned into temporal windows. The variance of the joint angles in the temporal windows is calculated as a local temporal feature descriptor. Each sequence is then represented by a set of feature descriptors. Finally, all features are quantized into 20 codewords, and each sequence is represented by a codeword histogram. In [18], a sophisticated motion feature is designed, which fits the full torso with a single frame of reference. Based on the reference frame, a pair of angles is calculated for each joint and finally the motion sequence is represented by a 19D vector.

The 3D joint positions are often used as features; either the x,y,z coordinates are used directly without any post processing [8,19,20], or they are normalized to be invariant to orientation and scale [11,21,22]. The joint positions can also be used to calculate the distances between each joint, forming a distance matrix as the feature for each frame [10], or just to calculate the distance from one joint to the others as the feature for that joint [21]. In [23], the distances from four joints to the body centroid are calculated and with a time stamp these form a 13D feature vector. All feature vectors in the sequence are then concatenated together, and their log-covariance is calculated to represent the sequence. In addition to the distances between the joints, the velocities of the joints can also be calculated based on the joint coordinates [24]. In [3], the authors propose the motion template as a feature. The feature vector of each frame is a 39D boolean vector, describing the geometric relations between certain joints of the human body. Each motion sequence is represented by a feature matrix where each column is a frame-wise feature vector.

Different action and gesture recognition systems use different classification algorithms, which are also often directly related to the extracted features. Due to the characteristics of mocap data, the extracted features are often time series signals, and dynamic time warping (DTW) is widely applied to calculate distances between motion sequences. In [3], DTW is used to form a motion template as a representation of an action. When a motion sequence needs to be classified as a certain action or some motion sequences representing a certain action need to be retrieved from a database, the subsequence variant of DTW is used to calculate the distances between the feature matrices of the sequences and the motion template of each action. Similarly, [16] uses open-ended DTW to obtain the distance of joint angle vectors between the sequence and each action. In [15], DTW is used to calculate the distances between the angle vectors of each bone and the codebook representation of each action.

Alternatively to the DTW-based distance comparisons, another commonly used method is to build a dictionary or codebook via clustering from the training data. The motion sequences are then represented as histograms or collections of keywords and classified with supervised classifiers. SVM is a popular option, as e.g. in [20]. In [8], the features are extracted from sub-windows around extrema
points and clustered with k-means to form action primitive dictionaries. The original time series signal forms a histogram from the dictionary. The histograms from each dimension are stacked to create a single descriptor for each sequence, which is classified with a multi-class $\chi^2$-kernel SVM. Besides SVMs, some other classifiers have also been used in action and gesture recognition systems. In [17], the feature vectors are divided into 60 clusters by a Gaussian mixture model. Each sequence is represented as a sequence of clusterings, and the motion streams are segmented and recognized by a threshold model with a conditional random field. Nearest neighbor classifiers are used in [22]. In [19], a three-layer hierarchical self-organizing map is used to learn the gestures, with the first layer learning the posture, the second layer learning the gesture elements, and third layer learning the gestures.

Another schema often used with the dictionary-based approaches is to build a graph for classifying the motion sequences. In [10], the distance vectors are clustered into sets of salient postures. An action graph is built by the salient postures as nodes and each action is modeled as a path in the graph. Ref. [22] decomposes the features to get the action segments, which form a graph. Each sequence is then represented by the transitions between action segments from the starting node to the end node. Classifying a sequence corresponds to finding a path in the graph with a score associated at each step. The scores are accumulated to determine whether an action was performed. In [24], a finite state machine is used, and each sequence is coded by one of several states. The classification is carried out by a tree-based search to match the stream of states.

Extreme learning machine (ELM) [7] has been successfully used for solving many classification problems. For example, in [25], ELM was used to recognize human activities from video data. Even though ELM is already very fast to train and test, parallelized ELM with GPUs for large-scale data [26] can make ELM more feasible for large datasets. In our work, ELM is, as far as the authors are aware, for the first time applied to human action and gesture recognition from mocap and RGB-D skeletal data. The experiments show that in our system ELM performs very favorably against other commonly used classifiers when considering both the accuracy and time requirements.

3. System framework

3.1. System overview

A graphical overview of the proposed recognition system can be seen in Fig. 1. The system can be divided into two parts: feature extraction (Section 3.2) and classification (Section 3.3). After the ELM classification stage (Section 3.3.1), there are three alternative posterior models of the classifier outputs on the sequence level: the frame-wise voting model, the sequence histogram model, and the sequence probability model. Of these, the sequence histogram model is based on the frame-wise voting model. The models are described in Section 3.3.2.

3.2. Feature extraction

The distinctiveness of the features significantly influences the effectiveness of the classification system. On the other hand, simpler features make feature extraction easier, reducing the complexity and speeding-up the computation, enabling the possibility of online recognition. On this premise, we extract straightforward features that do not require any complex calculations.

3.2.1. Normalized 3D joint positions

The output from a motion capture system contains very rich raw information about the motion sequences, such as the structure relations of the joints and translation and rotation information. Intuitively, the 3D coordinates of the joints are more sensible to humans and they can easily be calculated from the raw data. However, the joint coordinates depend on the used coordinate system which is different in every recording environment, and, even in the same coordinate system, multiple instances of the same posture will likely have different coordinates due to translation and rotation. The same posture done by two performers can also have different coordinates e.g. due to the different body sizes. We thus first need to register the data into a common coordinate system to make the joints’ coordinates comparable to each other.

The skeleton structures also differ from each other in different motion captures or RGB-D skeleton datasets. For example, in the CMU Graphics Lab Motion Capture Database [27] and the Motion Capture Database HDM05 [28] the skeletons contain 31 joints, the Microsoft Kinect SDK [29] gives 20 joints, and the PrimeSense Natural Interaction Middleware (NiTE) [30] provides 15 joints for the RGB-D skeletons. The skeleton structures from these systems are illustrated in Fig. 2. However, even though the number of joints differ, the essential joints are available in all skeletons. These include the hands, feet, elbows, knees and especially the root, which we use as the key joint for normalizing the orientation and translation of the skeletons. The root joints are marked in the skeletons in Fig. 2.

The public mocap datasets are often available in ASF/ACM and BVH formats [31]. To obtain a common coordinate system, different formats require different calculations. For ASF/ACM, the rotation matrix $R_1$ and the translation vector $t_1$ of the root should be set to identity and zero, i.e. $R_1 = I$ and $t_1 = [0 \ 0 \ 0]^T$. For BVH, we first set the rotation matrix of the root to identity, calculate the coordinates of the joints, and translate the root joint to the

![Fig. 1. An overview of the gesture recognition framework.](image)
These transformations rotate all skeletons into the same orientation in the coordinate system and translate the root of the skeleton to the origin so that the hips coordinates of the same actor will overlap regardless of the posture. For example, Fig. 3 shows sampled frames from a *HopLeftLeg* action from the HDM05 database in the original and root coordinates.

For skeletons extracted from RGB-D sensor output, usually only the 3D coordinates of the joints are available. In order to transform the joints into the same coordinate system, we randomly select one skeleton as the standard skeleton, and use its coordinates as the common basis, then transform all the other skeletons in the sequence to it.

We start by translating the root of the skeleton to the origin by subtracting the coordinates of the root from all the joints. Then let us assume that the left and the right hip of the standard skeleton are $p_{lhip}^0$ and $p_{rhip}^0$, and of the skeleton to be transformed $p_{lhip}$ and $p_{rhip}$. The rotation matrix which transforms the joints to the common coordinates is $R$. Now, $p_{lhip}^0$ and $p_{rhip}^0$ form a plane $c$ that can be represented by the origin of the coordinates and the norm vector $n_c$.

$$n_c = p_{lhip}^0 \times p_{rhip}^0$$

After the rotation, the left and the right hip have to lie on the plane $c$, and we minimize the sum of the distances between the transformed hips to the standard hips, which can be expressed as

$$n_c \cdot (Rp_{lhip}) = 0$$
$$n_c \cdot (Rp_{rhip}) = 0$$

$$\min_R (\|Rp_{lhip} - p_{lhip}^0\| + \|Rp_{rhip} - p_{rhip}^0\|).$$

The transformed 3D positions of the whole skeleton can then be obtained by multiplying all joints with $R$.

Finally, the coordinates need to be normalized to be invariant to the size of the actors. The skeletons are thus normalized so that the sum of the distances of the connected joints is equal to one.

3.2.2. Temporal difference of feature vectors

Some distinct actions or gestures can be very similar to each other on the frame level. For example, Fig. 4 shows the actions *StandUpFloor* and *SitDownFloor* from the HDM05 dataset (Section 4.1). They contain almost identical frames but reversed in time. Therefore we calculate a feature expressing temporal difference information with a fixed temporal offset within an action sequence.

Let us assume the features of the $k$th frame in a sequence with $K$ frames calculated as described in the previous section are...
The temporal difference of feature vectors $x^d_k$ can be calculated as

$$x^d_k = \begin{cases} x^d_k - x^d_{k+1} & 1 \leq k < k' \\ \frac{x^d_k - x^d_{k-k}}{\|x^d_k - x^d_{k-k}\|} & k' \leq k \leq K \end{cases}$$

where $k'$ is the temporal offset parameter, $1 < k' < K$.

The final features $x$ of a frame are the concatenation of the feature vector $x^d$ and the temporal distance feature vector $x^d$, $x = [x^d]^{T} (y^d)^{T}$'. The dimensionality of the feature depends on the number of selected joints. Assuming that $n_j$ joints are selected, the dimensionality of $x$ is $n = 3 \cdot 2 \cdot n_j$.

### 3.3 Learning system

The proposed learning system can be divided into two steps, the classification of the frame-wise features and the posterior modeling of the classifier outputs on the sequence level. Let us assume that there are $M$ actions $A = \{A_1, ..., A_M\}$ and let us define $y_m \in \{0, 1\}$, $1 \leq m \leq M$. If $y_m$ is one, then the sequence belongs to the action $A_m$ otherwise it does not. The row vector $y = [y_1 ... y_m ... y_M]$ indicates the action that the sequence belongs to. For each action there are multiple motion sequence examples, and each sequence $s$ is represented by the set of the features of its frames, calculated as described in [Section 3.2]. That is, $s = [x_1, ..., x_k, ..., x_M]$, where $K$ is the number of frames. Now, all $(x, y)$ form a training input–output pairs for the classifier. In our system, we use extreme learning machine to classify the features on the frame level.

#### 3.3.1. Extreme learning machine

Extreme learning machine (ELM) [32] belongs to the class of single-hidden layer feed-forward neural networks. In ELM, the input weights and first hidden layer biases do not need to be learned but are assigned randomly, which makes the learning extremely fast.

Given $P$ samples $(x, y)_i^{p=1}$, where $x_i \in \mathbb{R}^n$ and $y_i \in \mathbb{R}^M$, the standard ELM model with $L$ hidden neurons can be represented as

$$y_i = f(x_i) = \sum_{j=1}^{L} \beta_j g(\omega_j \cdot x_i + b_j),$$

where $g(\cdot)$ is a nonlinear activation function, $\beta_j \in \mathbb{R}^M$ are the output weights, $\omega_j \in \mathbb{R}^n$ is the weight vector connecting the input layer to the $j$th hidden neuron and $b_j$ is the bias of the $j$th hidden neuron. Both $\omega_j$ and $b_j$ are assigned randomly during the learning process.

With $Y = [y_1, y_2, ..., y_M]^T \in \mathbb{R}^{P \times M}$ and $\beta = [\beta_1, \beta_2, ..., \beta_L]^T \in \mathbb{R}^{L \times M}$, Eq. (4) can be written compactly as

$$HY = Y,$$

where the hidden layer output matrix $H$ is

$$H = \begin{bmatrix} g(\omega_1 \cdot x_1 + b_1) & \cdots & g(\omega_L \cdot x_1 + b_L) \\
\vdots & \ddots & \vdots \\
g(\omega_1 \cdot x_p + b_1) & \cdots & g(\omega_L \cdot x_p + b_L) \end{bmatrix}_{p \times L}$$

Assuming that $L < P$, there is generally no $\beta$ that would be an exact solution to (5). The smallest-norm least squares solution is given [32] as

$$\hat{\beta} = H^\dagger Y,$$

where $H^\dagger$ is the Moore–Penrose generalized inverse of matrix $H$.

#### 3.3.2. Post-learning models

Given a test sequence $t = [x_1, ..., x_q, ..., x_M]$, ELM gives the output (Eq. (4)) of each class for each frame as $\hat{y}_{q,m}$. The whole output of the ELM for $t$ can therefore be written in a matrix form as

$$\Omega = \begin{bmatrix} \hat{\beta}_1 \\ \vdots \\ \hat{\beta}_q \\ \vdots \\ \hat{\beta}_m \end{bmatrix} = \begin{bmatrix} \hat{\beta}_{q,1} \\ \vdots \\ \hat{\beta}_{q,m} \\ \vdots \end{bmatrix}$$

After obtaining the output matrix $\Omega$, we calculate the final classification $\hat{y} = [\hat{y}_1 \cdots \hat{y}_m \cdots \hat{y}_M]$, where $\hat{y}_m \in \{0, 1\}$, $1 \leq m \leq M$, of the sequence $t$ by three different modeling methods. We have $\sum_{m=1}^{M} \hat{y}_m = 1$, and if $\hat{y}_m = 1$, $t$ is classified to the class $A_m$.

**Frame-wise voting model:** In the frame-wise voting method, each frame is first classified to the action class which has the largest output value for that frame. Let us define $\hat{f}_{q,m} \in \{0, 1\}$ as a binary variable indicating whether the $q$th frame of $t$ was classified to action $A_m$. Each frame is classified as

$$\hat{f}_{q,m} = \begin{cases} 1 & \text{if } m = m' \text{ where } m' = \arg \max \{\hat{c}_{q,1}, ..., \hat{c}_{q,M}\} \\ 0 & \text{otherwise} \end{cases}$$

After each frame is classified, the final class of the whole sequence $t$ is determined by majority voting, that is, as the class which has the largest number of frames. Let us define $u_m$ as the number of frames classified as action $A_m$

$$u_m = \sum_{q=1}^{Q} \hat{f}_{q,m}$$

The sequence $t$ is then classified as

$$\hat{y}_m = \begin{cases} 1 & \text{if } m = m' \text{ where } m' = \arg \max_{i=1}^{M}(u_{i1}, ..., u_{iM}) \\ 0 & \text{otherwise} \end{cases}$$

**Sequence histogram model:** In this model, we begin by normalizing $u_m$ by the total number of frames $Q$. A sequence $s$ can then be expressed by a normalized histogram as

$$h_i = \frac{1}{Q} \left[ u_{11} \cdots u_{i1} \cdots u_{iM} \right].$$

For the $L_m$ training sequences $(y_{1m}^i, ..., y_{Lm}^i)$ belonging to the action $A_m$, the corresponding histograms are $H_m = (h_{1m}^i, ..., h_{Lm}^i)$. By averaging the histograms in $H_m$, the class $A_m$ can be
We can now classify the sequence $A_m$ on the features of that frame. Then, Eq. (17) can be simplified into the joint probability of all frames in a sequence to determine the action of the sequence. We convert the outputs $\hat{c}_{q,m}$ into probabilities with the logistic sigmoid function

$$p(\hat{y}_m = 1|\mathbf{x}_t) = \frac{1}{1 + \exp(-\hat{c}_{q,m})}$$

The joint probability of the sequence is

$$p(\hat{y}_m = 1|t) = p(\hat{y}_m = 1|\mathbf{x}_1, \ldots, \mathbf{x}_t).$$

We assume temporal independence among the frames in a sequence, which means that the class of each frame depends only on the features of that frame. Then, Eq. (17) can be simplified into

$$p(\hat{y}_m = 1|t) = \prod_{q=1}^{Q} p(\hat{y}_m = 1|\mathbf{x}_q).$$

We can now classify the sequence $t$ as

$$\hat{y}_m = \begin{cases} 1 & \text{if } m = m' \text{ where } m' = \arg \max_{i} \hat{y}_i = 1|t) \text{ otherwise.} 
\end{cases}$$

### 4. Experiments

In this section we evaluate our system on three public datasets and compare our results with existing methods in the literature. All the experiments are conducted on an Intel(R) Xeon(R) CPU at 3.3 GHz and 16 GB of memory.

#### 4.1. HDM05 dataset

The HDM05 dataset [28] is one of the largest motion capture datasets publicly available. The included motion sequences are clearly organized and contain large numbers of different actions with multiple samples for each action. Due to the large number of motion sequences in the dataset, researchers often use only certain subsets of the actions [10]. We continue to use the same set of 40 actions as in our previous work [12] to test the new post-learning modeling methods and compare the extreme learning machine with other classifiers.

The actions in HDM05 can be divided into two categories: stationary and locomotive. In stationary actions, the actors do not need to move, for example, in clapping hands. On the other hand, locomotion requires the actors to move around in the space. Typical examples include jogging and walking. Our subset contains most of the stationary actions and a few locomotives. In total, the subset contains 40 actions, 790 motion sequences, and over 217 000 frames.

#### 4.1.1. The selection of the number of hidden neurons

For the extreme learning machine, the number of hidden neurons is the only parameter we need to tune. We use 90% of the data for training and 10% for testing, and try hidden layer sizes ranging from 50 to 1000 neurons with an interval of 50 neurons. The classification accuracies are shown in Fig. 5a, and the corresponding training and testing times in Fig. 5b.

We can observe from Fig. 5a that the frame-level recognition accuracy of Eq. (9) of the training data keeps increasing as the number of hidden neurons increases, but above 400 neurons the frame accuracy of testing data increases only slowly. After applying the frame-wise voting (Section 3.3.2), the accuracy of the motion sequence recognition increases quickly at the beginning and then reaches a plateau with little fluctuation, caused by the randomness of ELM parameter generation and the voting schema. On the other hand, the training and testing times shown in Fig. 5b increase approximately linearly with the number of hidden neurons. For around 200 000 training samples, the training time of ELM with 1000 hidden neurons is about 45 s. Taking the accuracy, timing, and computational complexity into consideration, we select 750 as the number of hidden neurons for this dataset.

#### 4.1.2. Comparison between the three modeling methods

In Section 3.3.2, we proposed three post-learning modeling methods to obtain the final class of an action sequence. We now compare the effectiveness of these methods. After the classification of each frame, we use the same frame-level results with all three models. The experiments are conducted with 10-fold cross-validation and with 750 hidden neurons. The accuracy of the methods can be seen in Fig. 6a. The sequence probability model gives the highest accuracy, slightly outperforming the sequence histogram model. The frame-wise voting model is clearly inferior. Therefore, in the further experiments we will primarily use the sequence probability model.

#### 4.1.3. Comparison with other classifiers

In order to assess the effectiveness of ELM as the classifier in our system, we also experiment with other classification algorithms and record the obtained classification accuracies, training and testing times. We use three popular classifiers: first, logistic regression, which is popular due to its low computational complexity. Second, a linear SVM with an approximate feature map [33,34], which has reached considerable popularity in the last couple of years. It simplifies the calculation of additive non-linear kernels (such as the $\chi^2$ kernel) by approximation and with a linear SVM, which results in much faster training and testing than with the original non-linear SVM. Third, we also use RBF-kernel SVM [35], which has shown its powerfulness in many classification problems. We use the LIBSVM [36] and LIBLINEAR [37] libraries, and apply the sequence probability model.

The classification results are shown in Fig. 6b. Both ELM and RBF-kernel SVM reach over 96% in accuracy, with SVM resulting in 0.7% higher accuracy than ELM. The accuracies of the other two classifiers are much lower.

Table 1 shows the training and testing times for all the classifiers. The average testing time for one motion sequence by ELM is 4.7 ms whereas the testing time with RBF-kernel SVM is more than 500 times greater. The training dataset contains about 200 000 frames, and it takes about 30 s for ELM to train the model and more than 21 min for the kernel SVM. The testing times for the other two methods are slightly smaller than with ELM, and their training is a bit slower.
4.2. Microsoft Research Cambridge-12 Kinect gesture dataset

The Microsoft Research Cambridge-12 (MSRC-12) Kinect gesture dataset was collected for the evaluation of different instructions to performers for training gestural systems [38]. In the dataset, five different kinds of instructions were given to the performers for conducting the same kind of actions. In total, 12 actions were collected for each instruction. The description of the actions can be seen in Table 2.

Due to the five different instruction types, the whole dataset can be divided into five groups correspondingly. We use the same data group as in the paper [17]; in this group, the performers were given the instructions from the videos played on the screen in front of them. The gestures were performed by a total of 30 people, and the same gesture was performed repeatedly and recorded as a stream into one sequence. The data collector also specified the frame index to mark the middle points of the actions in the sequence. We cut the sequences containing multiple instances of the same action into multiple files based on the middle point index, so that each file is a motion sequence containing one single instance of an action.

In these experiments, we use features from 15 joints corresponding to the NITE Kinect skeleton (Section 3.2.1), 500 hidden neurons in the ELM, the sequence probability model, and 10-fold cross validation. The results are shown in Table 3. In [17], a conditional random field threshold model was used to segment and recognize the actions. We therefore only compare for the substitution errors which are equal to the classification error for the motions and which are represented as $S$ in the table. $N$ is the number of motion sequences for each action, totalling in 1223 motions in the used data group. The average accuracy of our method is 99.3%, the training time is less than 11 s, and the average testing time for a single motion sequence is 3 ms.

In [38], the authors analyzed the correctness of the performances given with different instructions using random forest classifiers and other methods, and concluded that the instructions given in both video and textual form (Video + Text) were superior. Therefore we also use the data group collected based on the Video + Text instructions, which contains 1210 motion sequences. For this data group we get an overall accuracy of 99.8% which is

Table 1

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Logistic regression</th>
<th>$\chi^2$ linear SVM</th>
<th>ELM</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Testing time (ms)</td>
<td>0.88</td>
<td>2.7</td>
<td>4.7</td>
<td>2500</td>
</tr>
<tr>
<td>Training time (s)</td>
<td>43</td>
<td>110</td>
<td>31</td>
<td>1300</td>
</tr>
</tbody>
</table>

Fig. 5. The relationship between the number of neurons versus classification accuracy and training and testing times. (a) Accuracy and (b) training and testing times.

Fig. 6. Comparisons of post-learning modeling methods and classifiers. (a) Accuracies of used sequence modeling method and (b) Accuracies of different classifiers.
slightly better than with the video-based instructions. Our results therefore also confirm the conclusions made in [38].

4.3. Berkeley Multimodal Human Action Database

The Berkeley Multimodal Human Action Database (MHAD) [9] contains data from a motion capture system, stereo cameras, depth sensors, accelerometers, and microphones. It contains 11 actions performed by 12 actors, yielding around 660 motion sequences and corresponding to about 82 min of recording time. The names of the actions can be seen in Fig. 7. Out of these 11 actions, the last one is a combination of other two actions, sitdown and standup. Using the sequence probability model and ELM with 500 hidden neurons, the confusion matrix is shown in Fig. 7a. We can see that the actions 9 and 10 are all classified as action 11, a combination of the other two actions. Therefore, for this dataset we use the sequence histogram model. We first train the ELM model using data from the first 10 actions in the training data, as they are independent from each other. Then we feed the training data from all 11 actions into the ELM model, and build the histogram model for each action. The confusion matrix obtained by this method is shown in Fig. 7b.

Recently, due to the popularity and wide use of smart phones, motion recognition based on accelerometer data is also gaining more attention [39,40]. In the MHAD dataset, there are six accelerometers attached to the actors’ bodies, with each sensor providing 3D acceleration values. We use also this dataset to classify the actions with the proposed method. We combine the 3D acceleration values of the accelerometers together to form a 18D feature and normalize it to the range \([-1, 1]\), making it conceptually correspond to our normalized 3D joint position feature (Section 3.2.1). We calculate the temporal difference feature (Section 3.2.2) similarly and combine these features together to form a 36D feature vector, and use the sequence histogram model.

The average recognition accuracies with the sequence histogram model are shown in Table 4. The table contains also three other methods using the same dataset from [9]. We can see that for motion capture data we get almost 100% accuracy, with an average classification time for one motion sequence of about 4 ms. For accelerometer data, our system also reaches above 90% in classification accuracy.

5. Conclusions and future work

In this work, we build an action and a gesture recognition system for motion capture and RGB-D skeleton data. We extract

<table>
<thead>
<tr>
<th>Metaphoric gestures</th>
<th>Main frames</th>
<th>Iconic gestures</th>
<th>Main frames</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start music, raise volume</td>
<td>G1</td>
<td>Crouch or hide</td>
<td>G2</td>
</tr>
<tr>
<td>Navigate to next menu</td>
<td>G3</td>
<td>Put on night vision</td>
<td>G4</td>
</tr>
<tr>
<td>Wind up the music</td>
<td>G5</td>
<td>Shoot with a pistol</td>
<td>G6</td>
</tr>
<tr>
<td>Take a bow to end the</td>
<td>G7</td>
<td>Throw an object such as</td>
<td>G8</td>
</tr>
<tr>
<td>session</td>
<td>G9</td>
<td>a grenade</td>
<td>G10</td>
</tr>
<tr>
<td>Protest the music</td>
<td>G11</td>
<td>Change weapon</td>
<td>G12</td>
</tr>
<tr>
<td>Lay down the tempo of a</td>
<td>G13</td>
<td>Kick to attack an</td>
<td>G14</td>
</tr>
<tr>
<td>song</td>
<td></td>
<td>enemy</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gestures</th>
<th>N</th>
<th>S</th>
<th>G5</th>
<th>G10</th>
<th>G13</th>
<th>G14</th>
</tr>
</thead>
<tbody>
<tr>
<td>G1</td>
<td>101</td>
<td>6</td>
<td>0</td>
<td>G5</td>
<td>101</td>
<td>8</td>
</tr>
<tr>
<td>G2</td>
<td>102</td>
<td>0</td>
<td>0</td>
<td>G6</td>
<td>92</td>
<td>11</td>
</tr>
<tr>
<td>G3</td>
<td>101</td>
<td>3</td>
<td>1</td>
<td>G7</td>
<td>103</td>
<td>1</td>
</tr>
<tr>
<td>G4</td>
<td>101</td>
<td>10</td>
<td>0</td>
<td>G8</td>
<td>103</td>
<td>4</td>
</tr>
<tr>
<td>Our Gestures</td>
<td>N</td>
<td>S</td>
<td>Our Gestures</td>
<td>N</td>
<td>S</td>
<td>Our Gestures</td>
</tr>
<tr>
<td>G1</td>
<td>101</td>
<td>6</td>
<td>0</td>
<td>G5</td>
<td>101</td>
<td>8</td>
</tr>
<tr>
<td>G2</td>
<td>102</td>
<td>0</td>
<td>0</td>
<td>G6</td>
<td>92</td>
<td>11</td>
</tr>
<tr>
<td>G3</td>
<td>101</td>
<td>3</td>
<td>1</td>
<td>G7</td>
<td>103</td>
<td>1</td>
</tr>
<tr>
<td>G4</td>
<td>101</td>
<td>10</td>
<td>0</td>
<td>G8</td>
<td>103</td>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Motion capture (%)</td>
<td>74.8</td>
<td>75.6</td>
<td>79.9</td>
<td>99.5</td>
</tr>
<tr>
<td>Accelerometer (%)</td>
<td>79.2</td>
<td>81.8</td>
<td>85.4</td>
<td>90.7</td>
</tr>
</tbody>
</table>

Table 3
Gesture recognition results for MSRC-12.

Table 4
Gesture recognition results for MHAD.
simple features that are easy to obtain but still provide distinctive information about the posture. We use extreme learning machine as the classifier, as it results in a high classification accuracy and also has fast training and testing times. Our system can therefore be readily used for online applications.

We compare ELM with logistic regression, approximative kernel map expansion with linear SVM, and RBF-kernel SVM. We observe that ELM can provide a good combination of high accuracy and modest time requirements. Non-linear SVMs can obtain slightly higher recognition accuracies but with considerably higher computational complexity.

After the frame-wise classification, we propose three methods for posterior modeling of the classifier outputs to give a final result for the motion sequence. Experiments show that the sequence probability model generally provides the best classification accuracy, but the sequence histogram model can be used especially for learning combinations of basic actions. We test the proposed methods on three public databases, where they can reach almost 100% accuracy and take about 4 ms to classify a sequence, which indicate that the system is very robust and can be used in real applications.

In the future, we will continue by developing an automatic segmentation method for actions, so that when the actor is performing continuously, we will be able to detect the beginning and ending of the actions. In addition, instead of running the recognizer after the whole action has been performed, we will extend the system to predicting the actions during performance, which will provide further valuable information on online applications.
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Appendix A. The class names of the 40 actions from the HDM05 dataset

(1) cartwheelLHandStart1Reps
(2) clapAboveHead5Reps
(3) depositLowR
(4) elbowToKneeLelbowStart
(5) hitRHandHead
(6) hopBothLegs1hops
(7) hopLLeg1hops
(8) hopRLeg1hops
(9) jogLeftCircle4StepsRstart
(10) JumpingDown
(11) jumpingJack3Reps
(12) kickLFront2Reps
(13) kickLSide1Reps
(14) kickRFront2Reps
(15) kickRSide2Reps
(16) punchLFront2Reps
(17) punchLSide2Reps
(18) punchRFront2Reps
(19) punchRSide2Reps
(20) rotateArmsBothBackward
(21) rotateArmsLBackward
(22) rotateArmsRBackward
(23) sitDownChair
(24) sitDownFloor
(25) sitDownKneelTieShoes
(26) sitDownTable
(27) skier1RepsLstart
(28) squat3Reps
(29) staircaseDown3Rstart
(30) standUpKneelToStand
(31) standUpSitChair
(32) standUpSitFloor
(33) standUpSitTable
(34) throwBasketball
(35) throwSittingHighR
(36) throwStandingLowR
(37) turnLeft
(38) turnRight
(39) walk2SetpsLstart
(40) walkRightCrossFront2Steps
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